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1. GIRIS

Saglk sektori hem bireylerin yasam kalitesini dogrudan etkileyen hem
de surekli artan veri miktari ve karmasikligi nedeniyle yeni ¢ézUmlere
ihtiyag duyan bir alandir. Bu noktada, yapay zeka (YZ) teknolojileri
yalnizca bir yenilik degdil. ayni zamanda saglik hizmetlerinin yeniden
tanimlanmasinda kilit bir rol Ustlenmektedir. YZ, devasa saglik verilerini
isleyebilme, 6rinta tanima yetenekleri ve 6grenme kapasitesi sayesinde;
hastaliklarin erken teshisi, tedavi planlarinin kisisellestiriimesi, klinik karar
destek sistemlerinin guclendirilmesi ve idari sureclerin otomasyonu gibi
bircok alanda ¢6zUm sunmaktadir. YZ modelleri 6zellikle derin 6grenme
mimarileri ile bu karmasikhdi yéneterek ylUksek dogrulukta 6ngoéraler
yapabilmektedir (Esteva et al., 2019).

YZ sistemleri, insan uzmanlara yardimci olarak tani dogrulugunu artirabilir, zamandan tasarruf saglar ve tekrarlayan
gorevleri otomatiklestirerek saglik calisanlarinin is yUkanU hafifletebilir. Bu nedenle klinik karar destek sistemlerinde
6zellikle radyoloji, dermatoloji, kardiyoloji ve néroloji gibi karmasik veriye dayali alanlarda tercih edilmektedir (Topol, 2019).

YZ sistemlerinin en belirgin avantajlarindan biri, dogruluk ve hiz agisindan insan performansina yaklasabilmeleri, hatta bazi
senaryolarda onu gecebilmeleridir. Ozellikle gértintt isleme, dogal dil isleme, zaman serisi analizi ve tahmine dayall
modelleme gibi alanlarda bu algoritmalar hem niceliksel hem de niteliksel olarak énemli basarilar elde etmistir. Ornegin,
derin 6grenme modelleri kullanilarak gelistirilen sinir aglari, radyolojik gérintilerdeki anormallikleri %901n Gzerinde
dogrulukla tespit edebilmektedir (Estava et al., 2017). Bu tur teknolojiler, doktorlara sadece ikinci bir goéris sunmakla
kalmaz, ayni zamanda klinik kararlarin tutarliigini da artirir.

Yapay zekanin klinik uygulamalarda tercih edilmesinin bir diger 6nemli nedeni, adaptif 6grenme yetenegidir. Bir YZ modeli,
gercek hasta verileriyle beslendikce kendini gelistirir, bdylece zamanla daha iyi tahminlerde bulunabilir. Ayrica,
algoritmalarin geri besleme mekanizmalari sayesinde surekli olarak optimize edilmesi, tipta “deneyimle uzmanlagsma”
surecini dijital ortamda yeniden Uretebilmektedir. Bu, 6zellikle nadir hastaliklarin tespiti gibi uzmanlk gerektiren alanlarda
blydk 6nem tasimaktadir.

2. YAPAY ZEKANIN SAGLIK SEKTORUNDEKi KULLANIM ALANLARI

2.1. Tibbi Goriintiileme ve Tani Sistemleri

YZ, 6zellikle manyetik rezonans gérunttleme (magnetic resonance imaging-MRI), bilgisayarli tomografi (BT), rontgen ve
ultrason gibi gérantileme tekniklerinden elde edilen verilerin analizinde buyuk bir rol oynamaktadir. Géruntulerdeki
anormalliklerin, 6érnegin timorler, kanamalar veya organ hasarlari tespitinde YZ sistemleri, radyologlara destek olmakta
veya bazi durumlarda onlardan daha ylksek dogrulukla sonug verebilmektedir (Litjens vd., 2017).

Bu alanda yaygin olarak kullanilan konvollsyonel sinir aglari (convolutional neural networks-CNN), gortinti isleme UGzerine
optimize edilmis derin 6grenme mimarileridir. CNN’ler, katmanlar halinde yapilandiriimis filtreler araciligiyla, bir gértintideki
kenar, kdse ve daha karmasik yapilari 6grenerek siniflandirma yapar. Ozellikle ‘convolutional’, ‘pooling’ ve ‘fully connected’
katmanlari sayesinde goérsel verilerdeki anlaml desenleri taniyabilirler (LeCun vd., 2015).

CNN’lerin ilk katmani olan convolutional layer, géranta Uzerindeki yere bolgeleri isleyen filtreler ile calisir. Bu filtreler,
genellikle kenar, doku gibi dUsuk seviyeli 6zellikleri algilar. Her filtre, veri kiimesi Uzerinden 6grenilen ve modelin
kendiliginden optimize ettigi parametrelerden olusur. Aktivasyon fonksiyonlari karmasik gértuntuleri 6grenme yetisi saglar.

[
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Rectified Linear Unit (ReLU), her katmandan sonra uygulanarak
modele dogrusal olmayanlik kazandirir. ReLU, negatif girdileri sifira
cekerken pozitif girdileri oldugu gibi birakir ve bu sayede gradyanlarin
kaybolma sorununu azaltarak 6grenmeyi kolaylastirir. Genel olarak
yapay sinir agl, yalnizca dogrusal déntsumlerden olusursa yeterince
gucld tahminler yapamaz, bu nedenle aktivasyon fonksiyonlari bayuk
6nem tasir. Asagidaki denklemde, x giris degeridir ve RelLU
fonksiyonu, x sifirdan blyukse x'i oldugu gibi gecirir, kligcikse sifira
esitler. Yani negatif girdiler sifirlanirken, pozitif girdiler degismeden
aktarihr.

f(x) = max(0, x)

ReLU, diger fonksiyonlara kiyasla daha sade bir yapiya sahiptir ve
hesaplama agisindan oldukca verimlidir. Bu 6zellikleri sayesinde derin
aglarda  6grenmeyi hizlandirir ve kaybolan gradyan (vanishing
gradient) problemini azaltir. ReLU sayesinde model, verideki karmasik RelLU

aktivasyon  fonksiyonu, hesaplama
desenleri daha etkili sekilde ogrenebilir. acisindan basit ve hizli olmasiyla 6ne c¢ikar. Derin
sinir aglarinda gradyanlarin sifirlanma sorununu

Monlinearities blyUk Olcude azaltarak 6grenmeyi kolaylastirir.

Pozitif degerler Gzerinden calistigi icin bilgi akisi
daha net saglanir. Ancak negatif girdiler icin
sonug¢ sifir oldugundan bazi néronlar tamamen
islevsiz hale gelir;, bu durum “dying RelLU”
problemi olarak bilinir.

— Softplus
4- — Rectifier

Sekil 1de yer alan ReLU fonksiyonun grafigi,
negatif girislerde sifir; pozitif girislerde ise girisin

2- - kendisini dondurdr. Bu ozelligi sayesinde, agin
yalnizca anlamli aktivasyonlarn 6grenmesini
saglar.

Pooling layer, elde edilen 6znitelik haritalarinin
boyutunu kugulterek hesaplama maliyetini azaltir
ve uzamsal genelleme saglar. En yaygin kullanilan
yontem “max pooling” olup filtre penceresindeki
% maksimum degeri secer. Son olarak fully
connected layer, tim 6nceki katmanlardan gelen
bilgileri birlestirerek siniflandirma veya regresyon
gibi karar islemlerini gerceklestirir.

Sekil 1. ReLU fonksiyonu

CNN’ler geri yayilim (backpropagation) algoritmasi ile egitilir. Bu algoritma, ciktida yapilan hata ile her bir agirigin bu hataya
katkisini hesaplar ve zincir kuralini kullanarak agirliklari ginceller. Boylece model zamanla daha dogru hale gelir. Ag
boyunca geriye dogru yayllmasiyla agirliklarin gancellenmesini saglayan backpropagation algoritmasi su temel adimlara
dayanir:

a.ileri yayiim:
Verilen her girdi x i¢in, her katmandaki aktivasyon su sekilde hesaplanir:

20— g1 4 p®

a® = £(z)

Girdi verisi katman katman agdan gegcirilir. Her katmanda, énce agirliklarla garpilip bias eklenerek bir deger elde edilir (z),
ardindan bu deger aktivasyon fonksiyonundan gecirilerek c¢ikis (a) hesaplanir.
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b. Kayip fonksiyonu:
Yaygin kullanilan kayip fonksiyonu su sekildedir:

1
o~ _ =2
Lyy)=506-9
Modelin tahmin ettigi sonug ile gercek sonug arasindaki fark hesaplanir. Bu fark, agin ne kadar hata yaptigini gésterir.

c. Geri yayilim:
Agin ciktisi ile gercek deder arasindaki farki kullanarak gradyanlar hesaplanir.

d. Cikis katmani hatasi:
§W = (aB — ). f'(z")

Modelin ciktisi ile gercek deder arasindaki fark, aktivasyon fonksiyonunun tirevi ile carpilarak son katmandaki hata orani
elde edilir.

e. Gizli katman hatalar:

S = (W[1+1))T5(1+1}_fr(zﬂ.))
Cikistaki hata, dnceki katmanlara dogru yayilir. Bu yayilim sirasinda
her katmandaki hata, bir sonraki katmandan gelen hata kullanilarak

hesaplanir.

f. Agirlik ve bias giincellemesi:

wh = w® — 4y 0 (qt-1HT

b® = p®O — y 5O

Her katmandaki agirlik ve bias degerleri, hesaplanan hataya gore klcuk adimlarla gincellenir. Bu islem 6grenme orani
sayesinde kontrollt sekilde yapilir.

CNN mimarileri genellikle G¢ temel katmandan olusur: evrisimsel katmanlar, havuzlama katmanlari ve tam bagh katmanlar.
Bu katmanlarin ardisik olarak dizenlenmesiyle derin ve glcli bir 6grenme yapisi elde edilir. Asagida, gri seviyeli bir MRI
goruntisinun CNN mimarisi ile nasil islendigi goralmektedir.

[ Sadlkh
[] Hasta

O

EVRIGIM + RELU HAVUZLABMA EVRIZIM « RELU DUTLESTIRME  TAM BAGLI SOFTMAX
KATMAN
. SR it
i i Y
OZNITELIK CIKARIMI SINIFLANDIRMA

Sekil 2. CNN mimarisi
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Sekil 2'de yer alan yapi sayesinde, gérunttdeki temel kenar ve doku gibi disik seviyeli 6zelliklerden baslayarak, daha soyut
ve karmasik desenlere kadar gesitli bilgi duzeyleri cikarilabilir. Ozellikle tibbi gériintilerde, CNN mimarileri bu cok katmanli
yap! sayesinde anormalliklerin ve hastalikla iliskili kaliplarin otomatik olarak 6grenilmesine olanak tanir. Boylece, MRI gibi
yUksek boyutlu ve detayl gérsel verilerden guvenilir tani ve siniflandirma sonuglari elde edilebilir.

CNN'’ler, saglik verilerindeki ytksek boyutlu ve karmasik yapilar basarili bir sekilde analiz edebilmeleri nedeniyle tercih
edilmektedir. Derin yapilarn sayesinde manuel 6zellik muhendisligi gereksinimini ortadan kaldirmalari ve buyuk veri
kimelerinde yUksek performans gosterlemeleri, tibbi gérintt analizinden vazgecilmez hale gelmelerini saglamistir.

2.2. Cerrahi Robotlar ve Otonom Sistemler

YZ destekli robotlar, cerrahlarin daha hassas ve minimal invaziv / e ™)
operasyonlar yapmasina olanak tanimaktadir. Bu robotlar, gegmis a8 '
operasyon verilerinden o6grenerek ameliyat sirasinda karar
verebilir ve hata oranini azaltabilirler. Bu uygulamalarda
pekistirmeli 6grenme (reinforcement learning-RL) 6nemli bir rol
oynar. RL, bir ajanin (bu baglamda cerrahi robotun) bir ortamla
etkilesim kurarak 6dul maksimizasyonu Uzerinden karar verme
becerisi gelistirdigi bir 6grenme paradigmasidir. Ajan, her eylem
sonrasi 6dul alir ve bu 6dUlU en Ust dlzeye c¢ikaracak stratejileri
zamanla o6grenir (Sutton & Barto, 2018). Sekil 3, pekistirmeli
6grenmenin temel bilesenlerini ve bunlarin birbiriyle olan
etkilesimlerini géstermektedir.

Sekil 3. Pekistirmeli 6grenme

Sekil 3'te, ajan (B), cevreden aldigi durumu (s) degerlendirerek bir eylem (a) Gretmektedir. Bu eylemin sonucu olarak ortam
(7). bir 6dul (r) ve yeni bir durum (s") Uretir. Bilgi ve 6dul, ajan tarafindan 6grenme slrecinde dederlendirilir ve bu surecte
ajan, politika (policy), deger fonksiyonu (value function) ve 6dl yapisina (reward function) dayali olarak kararlarini gelistirir.
Bu yapi, RL algoritmalarinin karar verme surecinin temelini olusturarak, karmasik ortamlarda etkili 6grenmenin kapisini
aralar (Kaelbling, 1996). RL, ajanlarin bir ortamda deneme-yanilma yoluyla 6grenmesini saglayan bir yaklasimdir. Ajan, bir
durum algilar ve buna uygun bir eylem gerceklestirir. Bu eylemin sonucunda 6dul (reward) alir ve yeni bir duruma gecer.
Politika, ajanin hangi durumda nasil davranmasi gerektigine karar veren stratejidir. Bu politika ya belirli kurala dayanabilir ya
da égrenilerek gelistirilebilir. Bazi RL algoritmalari sunlardir:

e Q-learning: Ajan, her durum-eylem ciftine karsilik gelen Q-degerini 6grenerek optimal politikayr bulmaya calisir.

o Deep Q-Networks (DQN): Q-learning'i derin sinir aglariyla birlestirir.

e Policy Gradient Methods: Politika fonksiyonunun dogrudan optimizasyonunu saglar (PPO, REINFORCE).

Bu slrecte, markov karar surecleri (markov decision process-MDP) temel matematiksel cerceveyi saglar. RL'de kullanilan
yontemler arasinda Q-6grenme (Q-learning), SARSA, ve Deep Q-Networks (DQN) gibi algoritmalar yer alir. Ozellikle derin
pekistirmeli 6grenme, karmasik ortamlarda 6grenmeyi mimkun kilmis ve robotik, oyun, saglik gibi bircok alanda uygulama
alani bulmustur. Bu yéntemler sayesinde RL, 6rnegin cerrahi robotlarin cevresel kosullara gére adaptif kararlar almasina
olanak tanir. Cerrahi robotik sistemlerde RL'nin tercih edilme nedeni, gercek zamanli adaptasyon yetenegidir. Ozellikle
surekli degisen operasyon ortamlarinda en uygun eylemleri 6grenebilmesi, insan muldahalesi olmadan operasyonlara
destek vermesini mimkun kilmaktadir.

2.3. Hastalik Tahmini ve Kisisellestirilmis Tedavi

YZ, hasta verilerinden (tibbi gegcmis, yasam tarzi, genetik bilgiler vb.) risk faktorlerini belirleyerek hastaliklarin erken teshisini
mUmkUn kilar. Ayni zamanda hastaya 06zel tedavi planlari 6nererek kisisellestiriimis saglik c¢o6zdmleri sunar. Bu
uygulamalarda siklikla lojistik regresyon, destek vektor makineleri (support vector machine-SVM) ve yapay sinir aglari
(artificial neural network-ANN) kullanilir. LR, dogrusal karar sinirlari Gzerinden ikili siniflandirma yapan bir istatiksel
modeldir. Ozellikle modelin parametrelerinin yorumlanabilir olmasi ve egitim siirecinin hizli gergceklesmesi, klinik ortamlarda
tercih edilmesini saglar (Hosmer vd., 2013).
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Lojistik regresyon, dogrusal bir model olup olasilik tahmini yapar. Giris
degiskenlerine karsilik gelen agirliklari kullanarak bir karar siniri
olusturur. Cikti, sigmoid aktivasyon fonksiyonu yardimiyla [0/1]
araliginda bir olasilik degeri olarak yorumlanir. Bu deger, 6érnegin bir
hastada kanser olma olasiligini ifade edebilir. Lojistik regresyonun
avantaji, modelin yorumlanabilirliginin yuksek olmasidir. Her bir
degiskenin ciktiya olan katkisi dogrudan gézlemlenebilir.

Regresyon modelleri, veriler arasindaki iliskileri analiz etmek ve
tahminlerde bulunmak icin yaygin olarak kullanilir. Lineer regresyon,
surekli bagimli degiskenleri tahmin etmekte etkili olsa da ikili
siniflandirma gibi goérevlerde yetersiz kalir. Bu gibi durumlarda,
dogrusal olmayan bir karar siniri saglayan lojistik regresyon devreye
girer. Sekilde 4'teki grafik, lineer regresyonun sinirlamalarini ve lojistik
regresyonun siniflandirma problemlerinde nasil daha etkili bir cézim
sundugunu gostermektedir.

Grafikte géruldugu gibi, lineer regresyon dogrusal
bir cizgi ile veriyi modellemeye calisirken, bu
yaklasim siniflar arasinda keskin bir ayrm
yapmada basarisiz olabilir. Ozellikle O ve 1 gibi sinif
etiketleriyle calisirken, tahmin degerlerinin bu
aralik disina cikmasi anlamli degildir. Lojistik
regresyon ise sigmoid fonksiyonu sayesinde
tahminleri O ile 1 arasinda sinirlar ve verileri olasilk
temelli olarak siniflandinr. Bu nedenle, ikili
siniflandirma problemlerinde lineer regresyona
kiyasla lojistik regresyon tercih edilir; ¢ink( daha
gercekgi ve guvenilir sonuglar sunar.

4 Lineer Regresyaon \ Lajistik Regresyon
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Sekil 4. Lojistik regresyon

SVM, yuksek boyutlu verilerde bile etkili calisan ve margin optimizasyonu prensibiyle en iyi siniflandirma sinirini bulan bir
yontemdir. Kernel trik sayesinde dogrusal olmayan verileri de dogrusal ayirabilme yetenegi vardir. Ozellikle kiigUk veri
setlerinde asir 6grenmeye (overfitting) karsi dayanikhdir (Cortes & Vapnik, 1995).

SVM’ler, siniflar arasinda maksimum margini bulmaya calisan bir algoritmadir. Bu margin, siniflar arasindaki ayrimlari
mUmkUn oldugunca acik hale getirir. Destek vektorleri, bu margin tGzerinde veya cok yakininda bulunan veri noktalaridir ve
karar sinirinin belirlenmesinde kritik rol oynar. Veriler dogrusal olarak ayrilabilir degilse, Kernel trik sayesinde daha yuksek
boyutlu uzaylara tasinarak ayirt edilebilir hale getirilir. En yaygin kullanilan kernel fonksiyonlari arasinda radial basis
function (RBF) ve polinom yer alir. SVM’lerin regresyon problemlerine uyarlanabilir hale gelen versiyonu ise support vector
regression (SVR) olarak adlandirilir.

ANN, insan beynindeki sinir aglarindan ilham alinarak gelistirilmis bir makine 6grenme yapisidir. Giris katmani, bir veya
birden fazla gizli katman ve bir ¢ikti katmanindan olusur. Girdiler, agirliklarla carpilarak bir sonraki katmana aktarilir. Girdi
verilerinden soyut ve karmasik éruntaler cikarabilir, bu da onu klinik veri analizinde olduk¢a guclU kilar. Derin 6grenme
yaklasimlariyla birlestiginde ANN’ler blyUk veri kimelerinde oldukga ylksek dogruluk saglayabilir (Goodfellow vd., 2016).

Sekil 5'te gorselde yer alan Ug¢ katmanl basit bir ileri beslemeli yapay sinir agi (feedforward neural network-FNN), giris

katmani, gizli katman ve ¢ikis katmanindan olusur. Bu yapi, FNN, restricted boltzmann machines (RBMs) ve recurrent neural
networks (RNNs) gibi yaygin ANN mimarilerinin temelini olusturur (0'Shea & Nash, 2015).
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i Gizli Katman Cilng
Sekil 5te yer alan bu u¢ katmanl yapi, genellikle sinir aglarinin

. temelini olusturur ve 6zellikle derin 6grenme uygulamalarinda énemli
bir rol oynar. Giris katmaninda alinan veriler, gizli katmanlar tarafindan

._ T . 4d . islenerek daha soyut temsil ve 6zellikler olusturulur.
. —< ) ’. : o -. Cikis katmani ise bu islenmis verileri son kararlar i¢in kullanir. Bu yapi,
p P I - : pek cok farkli yapay sinir agi tira icin temel olusturur ve tibbi gérinta
S .—. analizi, ses tanima gibi genis bir yelpazede uygulama alanina sahiptir
. (O'Shea & Nash, 2015).

Sekil 5. ANN mimarisi

CNN’lerde oldugu gibi ANN’'ler icin de aktivasyon fonksiyonlari bu katmanlar arasinda kullanilarak modele dogrusal
olmayanlik kazandirir, ancak derin aglarda ReLU gibi fonksiyonlar daha fazla tercih edilir cinkt daha derin aglarda gradyan
problemlerini azaltir (Glorot vd., 2011). Aktivasyon fonksiyonlari, modelin daha karmasik karar sinirlari olusturmasini saglar.

ileri Yayiim slrecinde, veriler giristen ciktiya dogru akarken
aktivasyon fonksiyonlari  kullanilir.  Ardindan Geri  Yayilim
(backpropagation) yontemi ile modelin yaptigi hatalar (loss)
hesaplanarak bu hatalarin agirliklara nasil yansidigi belirlenir. Bu
bilgiyle agirliklar guncellenerek modelin  6grenme  slreci
gerceklestirili. ~ Ogrenme orani ise, bu guncellemelerin
bUyUkIGgunu kontrol eder. Son olarak dropout, normalizasyon gibi
teknikler ile de asiri 6grenme sureci stabilize edilmeye calisilr.
ANN’ler, cok yonlu olduklari icin saghk alaninda yapisal veri analizi,
electrocardiogram (EKG) sinyal siniflandirmasi, hasta tahmin
sistemleri gibi bircok alanda kullanilir (Zhang vd., 2020).

2.4. ilac Gelistirme ve Klinik Arastirmalar
Yeni ilaclarin kesif sureci zaman alici ve maliyetlidir. YZ bu sUreci hizlandirmakta, 06zellikle molekUler dizeydeki
etkilesimlerin modellenmesinde ve klinik arastirmalarin planlanmasinda kullanilarak maliyetleri disirmektedir.

Genetik algoritmalar (GA), biyolojik evrimden ilham alinarak calisan optimizasyon algoritmalaridir. Her bir birey (kromozom),
bir ¢6zUm adayini temsil eder ve parametreleri genler olarak kodlanir. Populasyon temelli bu algoritmalar, secim,
caprazlama ve mutasyon gibi mekanizmalarla en uygun ¢6zim adaylarini Gretir (Holland, 1975).

Algoritma, secim (selection) ile basarili bireyleri belirler, caprazlama (crossover) ile genetik cesitliligi artirir ve mutasyon ile
rastgele degisiklikler yaparak ¢6zUm alanini daha iyi kesfeder. Performans, her bireyin sundugu ¢6zimun kalitesini él¢en bir
fitness function ile degerlendirilir. Bu yapi sayesinde GA'lar, ¢6zim uzayinin ¢ok blyUk oldugu veya geleneksel yontemlerle
c6zUlmesi zor olan problemler icin oldukca etkilidir. MolekUler etkilesim modellemelerinde yeni bilesiklerin kesfi icin
kullanilir.

Dogal Dil isleme (natural language processing-NLP), metin ve dil verilerini analiz etmek icin kullanilan bir alandir.
Tokenization asamasinda metinler kelime veya alt kelime birimlerine ayrilir. Bu islem, modelin dilin yapisini 6grenmesine
olanak tanir. Ardindan, bu kelimeler embedding teknikleriyle sayisal vektorlere dontsttralir (Word2Vec, GloVe, BERT
embedding). Bu 6zellikleri ile NLP, klinik notlar, bilimsel makaleler gibi buylUk miktardaki metin verisini analiz ederek 6nemli
bilgilerin cikarilmasini saglar. Bu sayede klinik arastirmamasinda oncelikli hipotezlerin olusturulmasina katki saglar
(Jurafsky & Martin, 2021). NLP sistemlerinde son yillarda blyUk gelismeler yasanmis ve ozellikle transformer tabanli
modeller, saglik verisinin analizinde ¢igir agcmistir.
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Multi-Head Attention Dikkat  (attention) = mekanizmasi,
Ozellikle dogal dil isleme modellerinde
onemli bir yapidir ve her bir giris
6gesinin diger 6gelerle olan iliskisini
0grenerek daha anlamh baglam

h temsilleri olusturmayi saglar. Bu
mekanizma, modelin hangi bilgilere
ne kadar odaklanmasi gerektigini
6grenmesini mamkuan kilar. Sekil 6'da,
temel attention yapisini gésteren bir
sema yer almaktadir.

Sekil 6: (sol) Scaled dot-product attention. (sag) multi-head attention

Sekil 6'in sol kisminda, Scaled Dot-Product Attention mekanizmasi gésterilmektedir. ilk olarak giris vektorleri Gg farkli
bilesene ayrilir: Query (Q), Key (K) ve Value (V). Dikkat skorlari, Query ile Key matrislerinin carpimiyla hesaplanir. Bu carpim
sonucu elde edilen skorlar, daha stabil gradyanlar elde etmek amaciyla (Key vektériiniin boyutu) ile élgeklenir. Ardindan bu
skorlar bir softmax fonksiyonuna tabi tutulur, béylece skorlar normalize edilir ve toplami 1 olacak sekilde dikkat agirliklar
elde edilir. Son olarak, bu agirliklar Value vektérleriyle carpilarak dikkat ciktisi olusturulur. Bu yapi, modelin belirli bilgilere
odaklanmasini saglar. Asagida matematiksel hesaplamasi verilmistir:

: QK"
Attention (Q,K,V) = softmax | — |V

Jax

Yukarida yer alan Scaled Dot-Product Attention denklemi, giris verisi Uzerindeki iliskileri hesaplamak igin kullanilan temel
bir yapidir. Bu mekanizmada, ayni giristen turetilen Query (Q), Key (K) ve Value (V) vektorleri, farkl 6grenilebilir agirlk
matrisleri araciliiyla elde edilir. Oncelikle Query ve Key vektérlerinin carpimi gergeklestirilerek benzerlik skorlari hesaplanir.
Ancak bu skorlarin cok blyUk degerlere ulasmasini ve softmax isleminin dengesiz ¢alismasini engellemek igin, bu carpim
sonugclari Key vektérlerinin boyutunun karekoki ile olgceklenir. Ardindan softmax fonksiyonu uygulanarak bu skorlar
normalize edilir; bdylece toplami 1 olan bir olasilik dagilimi elde edilir. Son adimda ise, bu agirliklandiriimis skorlar Value
vektorleriyle carpilarak, dikkat (attention) ciktisi olusturulur.

Sag kisminda ise, Multi-Head Attention mekanizmasi detaylandiriimistir. Tek bir attention mekanizmasi yerine, birden fazla
(6rnegin 8 adet) paralel attention bashigi ayni anda calistirilir. Her baslk kendi agirliklariyla farkli Q, K, V projeksiyonlari
Uzerinde scaled dot-product attention uygular. Béylece model, farkli baglamsal iliskileri ayni anda yakalayabilir. Her bir
basliktan elde edilen ciktilar birlestirilir (concatenation) ve ardindan bir tam bagli (fully connected) katmana goénderilir. Bu
yaklasim, modelin farkl bilgi alt uzaylarinda dikkati 6grenebilmesini saglayarak daha zengin temsiller Gretmesine katkida
bulunur. Asagida matematiksel hesaplamasi verilmistir:

MultiHead (Q,K,V) = Concat(head,, ..., head, )W°

where head; = Attention (QW°, KW, vwY

Yukaridaki Multi-Head Attention denklemi ise bu mekanizmanin daha zengin bilgi 6grenebilmesi icin coklu basliklarla (head)
calismasini saglar. Bu yapida, her bir baslik icin farkli agirlik matrisleri kullanilarak ayri Q, K ve V vektoérleri olusturulur. Her
baslik, kendi icerisinde scaled dot-product attention hesaplamasi yapar. Tim basliklarin ¢iktilar birlestirilir (concatenate) ve
ardindan son bir agirlik matrisi ile carpilarak nihai attention ciktisi elde edilir. Bu sayede model, ayni anda veriyi farkli temsil
dUzeylerinde inceleyebilir ve daha karmasik iliskileri yakalayabilir.
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Transformer mimarisi, NLP’de devrim yaratmistir. 2017 yilinda
Vaswani ve arkadaslari tarafindan onerilmis olup attention
mekanizmasini temel alir ve modelin girdi cimlesinin farkli
bélimlerine ne kadar dikkat etmesi gerektigini 6grenmesini
saglar.

Transformer, geleneksel RNN veya long-short term memory
(LSTM) vyapilarinin sirah
kaldirarak paralel islemeyi mUmkudn kilar. Bu mimari, ayni

isleme zorunlulugunu ortadan
anda tum giris dizisini isleyerek hem egitim sUrecini
hizlandinr hem de uzun bagmhliklari daha etkili sekilde
yakalayabilir. Yani bu yapi sayesinde, model bir metindeki her
kelimenin digerleriyle olan baglam iliskisini paralel bigcimde
ogrenebilir. Bu, uzun baglamlari anlamada buyuk bir avantaj
saglar (Vaswani, 2017). Asagida, encoder-decoder yapisina

sahip temel bir Transformer mimarisi sematik olarak
gosterilmektedir:
Qutput
Probabilities
Feed
Forward
Add & Norm
~LAdd & Norm ) Multi-Head
Feed Attention
Forward I Nx
| —
N _Add & Norm e
.-—-| Add & Norm | Masked
Multi-Head Multi-Head
Attention Attention
At 2 _t
\ J ., )
Positional @_( Positional
Encoding i Encoding
Input Output
Embedding Embedding
Inputs Qutputs

(shifted right)

Sekil 7. Transformer mimarisi

2.5. Hasta Takibi ve Dijital Saghk Asistanlari

Yapay Zeka Arastirma ve Uygulama Merkezi

Sekil 7'de go6ruldagu Uzere Transformer mimarisi, ¢ok
katmanli encoder ve decoder bloklarindan olusur. Her
encoder blogu, coklu bash dikkat (multi-head attention) ve
feed-forward katmanlarindan olusurken; decoder bloklari
da benzer sekilde yapilandiriimistir ancak encoder-decoder
attention katmanini da icerir.

Pozisyonel kodlamalar (positional encodings), siral bilgi
kaybini énlemek icin girislere eklenir. Bu yapi sayesinde
Transformer'lar hem paralel isleme yetenekleri hem de
gucli baglam modelleme kapasiteleriyle ginimuzde pek
cok NLP gorevinde temel yapitasi haline gelmistir.

Bidirectional encoder representations from transformers
(BERT) ve generative pre-trained transformers (GPT) gibi
modeller bu yapi Uzerine kuruludur ve klinik metinlerin
yorumlanmasinda oldukga basarilidir. Ornegin, BERT cift
yonli aglamadan faydalanarak kelimelerin sagindaki ve
solundaki baglami birlikte dikkate alir. Bu sayede klinik
notlar gibi karmasik metinlerdeki anlamsal iliskiler daha
dogru analiz edilebilir.

Giyilebilir teknolojiler ve mobil saglk uygulamalar sayesinde hastalarin nabiz, tansiyon, kan sekeri gibi yasamsal verileri
surekli izlenebilir hale gelmistir. Bu verilerin analizinde NLP ve diyalog sistemleri etkin bicimde kullaniimaktadir.

Bu sistemler, hastalarla dogal dil Gzerinden etkilesime girerek sorularini cevaplayabilir, saglik durumlarini analiz edebilir ve
gerekli durumlarda alarm olusturulabilir. NLP teknikleri ile semptomlar yorumlanabilir, gecmis tibbi veriler anlamlandirilabilir
ve kisiye 6zel tavsiyeler verilebilir. Ayrica transformer tabanli buayuk dil modelleri ile guclendiriimis saglhk asistanlari,
hastalarin ihtiyacglarini daha dogru bicimde anlayabilir ve gelismis dneriler sunabilir.
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Cizelge 1. Yapay zeka modellerinin karsilastirmasi

Model/Y6ntem Teknik Avantajlan
CNN Otomatik 6zellik ¢cikarimi, yUksek dogruluk
Pekistirmeli Gergek zamanl 6grenme, belirsizlik altinda
Ogrenme karar verme yetenegi
Lojistik Regresyon Hizli egitim, parametre yorumlanabilirligi
Destek Vektor Kernel fonksiyonlari sayesinde dogrusal
Makineleri (SVM) olmayan siniflandirma
ANN Cok katmanli yapi, karmasik 6rantt 6grenme
Genetik Evrimsel arama stratejisi, global optimumu
Algoritmalar bulma
LLM Metin verisinin anlamsal analizi, transformer

temelli modeller

Saghk Alanindaki Giicii

Tibbi gérintulerin analizinde yuksek
dogruluk

Cerrahi robotik sistemlerde dinamik ortam
uyumu

Hastalik tahmininde yorumlanabilir ve hizh
sonug uretimi

KUguk érneklemli tibbi verilerde etkili

Bayuk hasta verilerinde kisisellestirilmis

tedavi planlari

ilag kesfinde molekiler yapilarin
optimizasyonu

Klinik notlardan bilgi ¢cikarimi, dijital saghk
asistanlar

Yukaridaki tabloda, her bir modelin teknik avantajlarini ve saglik sektériindeki uygulama giacuna 6zetlemektedir. Modellerin
secimi, veri tipi ve uygulama alanina bagl olarak degisiklik gosterebilir. Ancak tim bu sistemlerin ortak amaci, saglk

hizmetlerini daha erisilebilir, hizli ve dogru hale getirmektir.

3. GELECEK PERSPEKTIFi

Yapay zekdnin saghk alanindaki uygulamalari  giderek
genislemekte ve derinlesmektedir. Ancak bu teknolojilerin saghk
hizmetlerine daha etkin ve guvenilir bicimde entegre edilebilmesi
icin gelecekte cok yonlu arastirmalara ihtiya¢c duyulmaktadir.

Oncelikli olarak, yapay zeka sistemlerinin karar verme sireclerinin
daha seffaf ve anlasilir hale getiriimesi gerekmektedir. Ozellikle
klinik uygulamalarda, modellerin yalnizca dogru sonuglar Gretmesi
degil, ayni zamanda bu sonuclari nasil ve neden Uurettiginin de
aclkca ortaya konulmasi énem tasimaktadir. Aciklanabilir ve
yorumlanabilir yapay zeka ydéntemlerinin gelistiriimesi hem saglik
profesyonellerinin  hem de hastalarin bu teknolojilere olan
guvenini artiracaktir.
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Bunun yaninda, saglk verilerinin cesitliligi ve temsil adaleti 6nemli bir diger calisma alanidir. Mevcut birgcok yapay zeka
modeli sinirli populasyonlardan elde edilen verilerle egitiimekte, bu da genelleme yeteneklerini sinirlayabilmektedir. Farkh
yas gruplar, etnik kdkenler ve sosyoekonomik duzeylerden gelen bireyleri kapsayan daha dengeli veri kUmelerinin
olusturulmasi, gelistirilen sistemlerin tim toplum kesimlerine adil sekilde hizmet sunmasini saglayacaktir.

Veri gizliligi ve glvenligi de 6nimuzdeki donemde daha fazla 6nem kazanacaktir. Saglik verilerinin hassasiyeti g6z 6niinde
bulunduruldugunda, yapay zeka sistemlerinin mahremiyeti koruyacak yéntemlerle gelistiriimesi ve uygulanmasi kritik bir
gerekliliktir. Ozellikle merkezi olmayan, veri paylasimini minimize eden yaklasimlar Uzerinde durulmasi beklenmektedir.
Gelecekte ayrica, cok modlu veri kaynaklarini (gorantd, sinyal, metin vb.) bir arada kullanabilen yapay zekd modellerinin
gelistiriimesi de 6nemli bir odak noktasi olacaktir. Klinik karar strecleri cok farkh veri tarlerinin birlikte degerlendirilmesini
gerektirdigi icin, bu tur entegre sistemlerin saglik hizmetlerinde dogruluk ve etkinligi artiracagi 6ngérulmektedir.

Son olarak, yapay zeka teknolojilerinin sadece teknik acidan gelistiriimesi yeterli olmayacaktir; bu sistemlerin saghk
profesyonellerinin egitim sureclerine de entegre edilmesi gerekmektedir. Hekimlerin yapay zeka destekli aracglari dogru bir
sekilde yorumlayip kullanabilmeleri icin gerekli bilgi ve becerilerle donatilmasi, bu teknolojilerin klinik pratikte basarili bir
sekilde uygulanmasinin 6n kosuludur.

Ozetle, yapay zekanin sadlik alanindaki gelecegi blyUk firsatlar barindirmakla birlikte, bu firsatlarin sorumlu, adil ve gtvenli
bir sekilde hayata gecirilmesi icin disiplinler arasi is birliklerine ve buttuncul yaklasimlara ihtiya¢ duyulmaktadir.

4. GiZLiLiK VE ETiK

Yapay zekéanin saglik hizmetlerine entegrasyonu, énemli etik ve gizlilik kaygilarini da beraberinde getirmistir. Saglik verileri,
kisisel mahremiyet acisindan en hassas veri turlerinden biri olup, bu bilgilerin islenmesi ve paylasimi surecinde yUksek
dlizeyde 6zen ve sorumluluk gerekmektedir (Goodman, 2020). YZ sistemlerinin veri givenligini saglamak amaciyla gelismis
sifreleme yontemleri ve anonimlestirme teknikleri kullanmasi zorunludur. Ancak anonimlestirilen verilerin bile ileri analiz
teknikleriyle yeniden tanimlanabilecegi gdsterilmistir; bu durum, veri koruma stratejilerinin strekli olarak glincellenmesini
ve siki yasal diizenlemelerle desteklenmesini gerekli kilmaktadir (Shokri & Shmatikov, 2015).

Bununla birlikte, YZ sistemlerinde karar verme sureclerinin seffaf
olmamasi, saglk alaninda ciddi etik sorunlar dogurmaktadir. "Kara kutu"
olarak tanimlanan bu vyapilar, hem hekimlerin hem de hastalarin
sistemlere olan guvenini zedeleyebilmekte, alinan kararlarin
gerekcelendirilmesini glclestirmektedir (Lipton, 2016).

Saglk hizmetlerinde guvenin temel bir unsur oldugu dusundldigunde,
yapay zeka modellerinin aciklanabilirligini artirmaya yonelik calismalarin
6nemi daha da artmaktadir. Ayrica, YZ sistemlerinde algoritmik
dnyargilarin varligi da etik bir tehdit olusturmaktadir. Ozellikle egitim
verilerinde yer alan irksal, cinsiyete dayali veya sosyoekonomik
esitsizlikler, modellerin belirli gruplara karsi sistematik hatali kararlar
Uretmesine yol acabilir (Buolamwini & Gebru, 2018).

Stanford Universitesi'nde yapilan bir calismada, tibbi sohbet robotlarinin azinlik gruplara yénelik ayrimci séylemler
Uretebildigi gosterilmistir; bu durum, veri setlerinin cesitliliginin artinimasi ve model gelistirme siUrecinde etik gézetimin
saglanmasinin zorunlulugunu vurgulamaktadir (Williams vd., 2023).

Hasta mahremiyeti konusu da saglikta yapay zekd uygulamalarinin merkezinde yer almaktadir. Kisisel saglik bilgilerinin
toplanmasi, islenmesi ve saklanmasi sureclerinde bilgilendirilmis onam ilkesine siki sikiya bagl kalinmasi gerekmektedir
(Goodman, 2020). Hastalarin verilerinin nasil kullanilacagi ve kimlerle paylasilacagi konusunda acik ve anlasilir bilgilendirme
yapilmasi, hem etik bir yakumlutlik hem de yasal bir gerekliliktir.
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Tam bu etik ve gizlilik sorunlarinin etkin bir sekilde yonetilebilmesi icin disiplinler arasi is birliklerine ihtiya¢ vardir. Saglk
bilisimi, hukuk, etik ve yapay zekd muhendisligi gibi alanlarin uzmanlar birlikte calisarak, seffaflik, adalet, hesap verebilirlik
ve guvenlik ilkelerine dayal dlzenleyici cerceveler gelistirmelidir (Topol, 2019). Ayrica, uluslararasi standartlar
dogrultusunda etik denetim mekanizmalarinin olusturulmasi, YZ sistemlerinin insan haklarina saygil bir bicimde saglik
alanina entegre edilmesini kolaylastiracaktir.

Sonug olarak, yapay zekanin saglik alanindaki potansiyelinden tam anlamiyla yararlanilabilmesi icin, glvenlik tehditleri ve
etik risklerin ciddiyetle ele alinmasi ve bu alanlarda surekli iyilestirme cabalarinin stirdtrulmesi elzemdir. Etik ilkelere bagl,
seffaf ve adil yapay zekd uygulamalari hem bireysel hasta guvenligini hem de toplum saghdini koruyarak saglk
hizmetlerinde surdurulebilir bir dontstmun 6nUnd acacaktir.

5. SONUCLAR

Yapay zeka, saglik sektorinde yalnizca teknolojik bir gelisme degil, ayni zamanda saglik hizmetlerinin sunum seklini koklG
bicimde donusturen bir paradigma degisimidir. Tani koyma sureclerinden tedavi planlamasina, hasta takibinden kaynak
yonetimine kadar bircok alanda etkili olan bu teknolojiler, saglik sistemlerinin verimliligini ve kalitesini artirmakta bayuk rol
oynamaktadir. Ozellikle yapay zeka destekli gériintii isleme sistemleri, radyoloji gibi alanlarda doktorlara daha hassas ve
hizl kararlar alma imkani tanirken, dogal dil isleme uygulamalar hasta kayitlarinin analizinde bayuk kolaylik saglamaktadir.
Bununla birlikte, biyosinyal analizi ve uzaktan hasta izleme sistemleri sayesinde hastaliklarin erken teshisi mamkun hale
gelmis, kronik hastaliklarin takibi kolaylasmistir.

Yapay zekanin sundugu bu olanaklar, sadece hekimlerin karar verme sureclerini iyilestirmekle kalmamakta; ayni zamanda
hastalarin saglik hizmetlerine erisimini artirarak bireysellestirilmis saglik ¢6zUmleri sunmaktadir. Kisiye 6zel tedavi
planlarinin gelistiriimesi, hasta memnuniyetini ve tedavi basarisini 6nemli élcide yukseltmektedir. Bu gelismeler, 6zellikle
saglik hizmetlerine erisimin sinirli oldugu bélgelerde buyuik 6nem tasimaktadir.

Ancak yapay zekanin saglk alaninda yayginlagsmasi beraberinde bazi zorluklari da getirmektedir. Mahremiyetin korunmasi,
veri guvenligi, algoritmik 6nyargilar ve seffaflik gibi konular, bu teknolojilerin etik ve givenli kullanimi acisindan titizlikle ele
alinmaldir. Ayrica, saglik profesyonellerinin bu teknolojilere uyum saglamasi, gerekli egitimleri almasi ve yapay zeka
sistemlerini etkin bir sekilde kullanabilmesi icin kapsamli altyapi yatirimlari ve politikalar gereklidir.

Tam bu unsurlar géz 6nunde bulunduruldugunda, yapay zeka destekli saglik sistemleri gelecekte cok daha kapsaml, etkili
ve insana odakh bir saglk hizmeti sunma potansiyeline sahiptir. Teknolojinin insan sagligiyla bulustugu bu noktada, hem
hasta hem saglik ¢alisani agisindan daha erisilebilir, givenli ve surdurtlebilir bir saglik sistemi insa etmek mimktn hale
gelmektedir.
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